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In this paper we investigate those radial basis functions h associated with func
tions whose mth derivative (modulo a scalar multiple) is completely monotonic.
Our results apply both to interpolation problems that require polynomial repro
duction and to those that do not. In the case where polynomial reproduction is not
required and the order m is 0 or 1, we obtain estimates on the norms of inverses of
scattered-data interpolation matrices. These estimates depend only on the minimal
separation distance for the data and on the dimension of the ambient space, [R'.

When the order m satisfies m ~ 2, we show that there exist parameters aI' ..., am
such that the function h(x)+am+am lr2+ ... +al r2m- 2 gives rise to an invertible
interpolation matrix, and we obtain bounds on the norm of the inverse of this
matrix. For interpolation methods in which one wishes to reproduce polynomials
of total degree m - 1 or less, bounds for the norm of the inverse of the interpolation
matrix are obtained, provided the data contains a nm _ 1(1R') unisolvent subset.
These results apply, in particular, to Duchon's "thin-plate spline" results. © 1992

Academic Press, Inc.

I. INTRODUCTION

Over the last few years, there has been considerable progress concerning
the theoretical development of data fitting in two or more dimensions. In
particular, the method of thin-plate splines, as developed by Duchon [2J,
and, more recently, the results of Micchelli [9J and Madych and Nelson
[7, 8J concerning radial basis functions are notable examples. In each of
these papers, certain classes of interpolation matrices associated with
scattered data in IRIS were shown to be invertible. These results established
the "well-poisedness" of the scattered data interpolation problem relative to
the families of either the thin-plate splines or certain radial basis functions,
such as the Hardy multiquadrics [6].
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More recently, progress has been made in "quantifying" these interpola
tion methods, in the sense of estimating the norms of the inverses of these
interpolation matrices as well as their condition numbers. For example, in
[1] such estimates were determined for matrices associated with the func
tion h(x) = IIxh In [10], a general approach, using Fourier transform
techniques, was developed for making such estimates for interpolation
matrices coming from conditionally negative definite radial (CNDR) func
tions of order one. Previous to these papers, there were some useful
numerical results on condition numbers obtained by Dyn, Levin, and
Rippa [3].

In this paper, we employ the methods introduced in [10J to estimate
certain quadratic forms associated with the family of Gaussians, e - r\ t > O.
We first use these estimates to get an upper bound on II A -111 for interpola
tion matrices A determined by CNDR functions that are of order zero or
one and that are generated by completely monotonic functions with corre
sponding orders. The estimates for II A -111 are given at the end of Section n.
In addition to the dependence on the CNDR interpolation function, the
estimates for IIA -111 depend only on the minimal separation distance for the
data set and the dimension s of the ambient space, IRs. For interpolation
methods employing CNDR functions that are of order m ~ 2 and which are
associated with functions whose mth derivative is completely monotonic,
we have results for two different interpolation problems.

These results greatly extend the results given in [10] in that the results
obtained in this paper apply to a much broader class of functions and they
hold for arbitrary dimension.

Let h be a CNDR function generated by a completely monotonic func
tion of order m ~ 2. For interpolation methods in which one wishes to
reproduce polynomials of total degree m - 1 or less and where the inter
polating function has the form

N

L cjh(x - Xj) + L kax",
j=l lai<m

N

with L: cjx; = 0, jetj < m,
j~l

bounds for the norm of the inverse of the interpolation matrix are
obtained, provided the data contains a 1!m_1(IRS

) unisolvent subset These
results are given in Section IV. In particular, they are relevant to Duchon's
"thin-plate spline" interpolation [2].

In Section V we deal with the problem in which h is a CNDR function
of order m ~ 1 and where polynomial reproduction is not required. We
show that there exist parameters a1, ... , am such that the shifts to the inter
polation points of the function
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give rise to an invertible interpolation matrix, and we obtain bounds on the
norm of the inverse of this matrix. We also show that if slightly worsened
bounds are tolerated, the parameters may be chosen so that the resulting
interpolation matrix is negative definite. We mention that the parameters
and bounds appear to depend on the details of the distribution of the data
when m~2.

In the closing section of our paper we apply our results to certain radial
basis functions and to thin-plate splines. We now turn to a precise discus
sion of the interpolation problems mentioned above.

Background. Throughout the remainder of this paper, we will be
considering two types of interpolation problems that we now proceed to
describe.

Given a continuous function h: IR' ~ IR, vectors {xJ i" in IRs, and scalars
{Yj} i", one version of the scattered data interpolation problem consists of
finding a function f such that the system of equations

has a solution of the form

j= 1, ...,N

N

f(x) = L cjh(x - Xj)'
j= 1

(1.1 )

Equivalently, one wishes to know when the Nx N matrix A with entries
Aj,k = h(xj - Xk) is invertible.

In the second version of the scattered data interpolation problem, the
interpolant is required to have the form

N

s(x)= L cjh(x-xj )+ L krxx",
j~l Irxl<m

where the constants cj and k rx must satisfy

(1.2)

N

L cjh(xi-xj )+ L k"X~=Yi'
j~l Irxl<m

N

L cjxj=O,
j~l

i= 1, ..., N

lexl <m.

(1.2a)

(1.2b)

This second method guarantees polynomial reproduction in case the data
contains a JIm _ 1(W) unisolvent subset.

The following class of functions has played a prominent role in the study
of both scattered-data problems [3-5, 7-12].
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DEFINITION 1.1. Let h: IRs -+ C be continuous. We say that h is condi
tionally negative definite of order m if for every finite set {xj } f of distinct
points in IRs and for every set of complex scalars {cJ f satisfying

N

I cjq(xj ) = 0,
j~ 1

we have I:f cjckh(xk - x j ):;( 0. We denote by JV;" the class of these
functions.

In what follows, we will assume that IRS is endowed with a norm Ii '11. We
define the function v: IRs -+ IR+ by v(x) = Ilxll.

DEFINITION 1.2. We will say that a continuous function F: [0, (0) --l> IR is
a conditionally negative definite radial function of order m if Fo v is in X;".
We will denote the set of all such functions by ~X;". For the special case
m=O, we say that GE~f!l>~ if F:= -G is in ~X~.

Note that if the norm used is 11·112, the Hilbert space norm, and if
S1 :;( S2:;( 00, then one has the inclusions ~JV:;::::J ~JV~~:::J ~JV:. The dass
~JV: includes those functions F which are continuous on [0, (0) and for
which (_l)m+ 1(dm/drJm)F(fi) is completely monotonic on (0,00) [16];
we will denote the class of such F by ~JV:.c' The inclusion
ggJV::::J ggJV:,c is due to Schoenberg [12J in the m = 0 case and to
Micchelli [9J in the case where m ~ 1. The reverse inclusion is also known
for m=O (Schoenberg [12J) and for m= 1 (Micchelli [9]). For m> 1,
reverse inclusion is apparently true due to a recent result of K. Guo, S.
and X. Sun.

When h is conditionally negative definite of order zero, - h is a positive
definite function (in the sense of Bochner), and the matrix -A is non
negative definite. It will be invertible if and only if the quadratic form Q
associated with - A is a positive definite. Moreover, ·IIA -111 is precisely the
reciprocal of the minimum of Q over all unit vectors. For the case of
CNDR functions that are of order one, there is again a connection between
Q and IIA -111·

In what follows all norm symbols will refer to the 12 norm.

LEMMA 1.3 (K. Ball [1]). Let {xJ f be distinct points in ~S and let
FE~JV~ be nonnegative and suppose that h(x)=F(llxll) is a strictly condi
tionally negative definite function of order 1. Also, let A be the matrix
entries A j.k = h(xj - xd. If the inequality

N n

I Ajk~j';k:;( -8 I 1~)2
hk=l j=l
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is satisfied whenever the complex numbers !;,j satisfy 'L;~ 1 !;,j = 0, then

The proof of this result involves elementary matrix theory and will be
omitted. The result itself is important because it is useful for obtaining
estimates on IIA -111 in the m= 1 case and because it suggests the connec
tion between norm estimates and quadratic form estimates in cases where
m ~ 2, a connection that we exploit in obtaining our results.

We close this section with a result that will be of use later.

LEMMA 1.4 [9]. Let k = 1, 2, 3, .... if 'Lf c;p(x;) =° for all
PEJrk_l(1W), then

N N

(-It LL c;cj Ilx;- xj I1 2k
~o,

1 1

where equality holds in (1.3) if and only if

(1.3)

N

L c;p(x;) = 0,
1

(1.4)

II. BASIC ESTIMATES

In this section we derive an upper estimate on certain quadratic forms.
In addition, we obtain estimates on II A -111 in the m =°and m = 1 cases.
The quadratic form estimates will also be used later, in connection with the
various interpolation problems mentioned in Section I. We begin with the
following lemma, which is found in [9]. For completeness, we include a
short proof here.

LEMMA 2.1. Let g: [0, (0) -+ IR be continuous on [0, (0) and let e >°be
arbitrary. if (_1)m g(m) is completely monotonic on (0, (0), then on [0, (0)
there exists a nonnegative Borel measure dYf(t) for which

m-l gU)(e)(cr-ty
g(cr) = L .,

j=O J.

100 1 { (m-l (-l)j(cr-e)j) }+ In e- at - I . ., t j e-£t dYf(t).
o t j=O J.
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Proof Since (_l)rn g(rn) is completely monotone, there exists [16] a
unique nonnegative Borel measure dYJ(t) such that

(_l)rn g(rn)(O") = foo e- ta dYJ(t).
o

(2.1 )

Next, let 0" be an arbitrary point in (0, (0). Using Taylor's Theorem with
remainder about the point (J = e, we have

rn-l (j)(e) 1 a
g((J)= L ~((J-e)j+ If g(rn)((J')((J'-(J)rn~ld(J'.

j=O J. (m-l). E

Substituting (2.1) into the integral expression above yields the desired
result. I

In what follows, Vk , k = 0, 1,2, ..., will be the subspace

Vk := {v E [RN : vj = p(xj ), P E nk([RS), j = 1, ..., N} (2.2)

while vt will be the orthogonal complement of Vk relative to [RN.

COROLLARY 2.2. Let FEf1,fJV'::.e, and let Q be the associated quadratic
form below. Then, provided ¢ = (¢ i, ... , ¢N) E V;; _l' it follows that

N

Q:= - I: F(llxj-Xkll)¢;¢k
j.k= 1

fOO Q
= 0 t~ dYJ(t),

where Qt is the quadratic form given by

N

Qt:= L ¢j¢ke-IIXj-XkIl2t.

j.k= 1

(2.3 )

(2.4 )

Proof Note that F(r) = - g(r2
) for some function g for which

( _l)m g(rn) is completely monotonic. Note also that by Lemma 1.4, the
quadratic form involving the polynomial part of F is zero and hence our
claim is validated. I

We wish to obtain a lower bound on Q restricted to the subspace V;; _1 •

Corollary 2.2 allows us to obtain such a bound by first getting explicit,
positive, lower bounds on the quadratic form Qt defined in (2.4), then sub
stituting them into (2.3), and finally integrating. To describe the lower
bound on Qt> we need to introduce some notation. As in [10], we let q be
half the smallest distance between any two points in our data set
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{X 1> ••• , X N }; we will call q the separation radius. We assume that the data
set comprises N distinct points, so that q > O. The lower bound on Qt can
now be stated.

THEOREM 2.3. For every ~ E [RN and every t ~ 0, we have that

(2.5)

where Cs and b are constants given by

(
nr2( (s + 2)/2))I/(S + 1)

b'= 12. 9 and

The proof of this theorem is technical and is deferred to Section III.
Using the lower estimate for Qt stated above, we easily obtain the
following lower estimate on Q.

(2.6)

where rjJ(t) appears in Theorem 2.3 and dtl(t) is the measure for the com
pletely monotonic function (_l)m g(m)(t), g(t) being the function - F(jt).
Then, provided g(m) is nonconstant, the following holds:

N

L F(llxi-xjll)~i~j:::; -f) W1 2
•

i,j=1

Proof By Theorem 2.3, it follows that for each fixed t,

N

I ~i~je-IIXi-XjI12t ~ rjJ(t) W1 2•

1

Substitution of this inequality in (2.3) yields the result. I
In case m = 0 or m = 1, we can use this theorem to obtain the following

norm-estimates on inverses of the interpolation matrices associated with
radial functions in ~JV:'c'

COROLLARY 2.5. Let FE~JV~c be nonconstant. If f) is given by (2.6)
with m = 0, then, for any finite subset {Xl' "., X N } E W, with Nand s
arbitrary positive integers, the N x N interpolation matrix A, with entries
Ajk=F(lIxj-xkll), has an inverse that satisfies

IIA -111:::; f)-I.
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Proof F being nonconstant implies that the corresponding completely

monotonic function g(rr):= -F(/;;) is generated by a measure d'l that is
supported on some Borel set not containing rr = O. Hence, the integral
defining (J in (2.6) is strictly positive, which in turn implies that - A is
positive definite and that e is a lower bound on the smallest eigenvalue of
- A. The norm estimate then follows from elementary matrix theory. I

COROLLARY 2.6. Let FE~JVrc=~JV'f. Suppose that r- 1F'=2g'(r2
)

is non-constant on (0, (0) and that F(0) ?: O. If 8 is given by (2.6) with m = 1,
then, for any finite subset {x I' ... , XN} E IRs, with Nand s arbitrary positive
integers, the NxN interpolation matrix A, with entries Ajk=F(llxj-xkll),
has an inverse that satisfies

Proof The fact that r-IF' = 2g'(r2
) is non-constant guarantees that the

measure d1] appearing in (2.1) is supported on a Borel subset of (0, (0).
Consequently, e in (2.6) (with m=l) is again positive. Since F(O)~O

implies that F E ~JV 'f is nonnegative, an application of Lemma 1.3 yields
the result. I

III. A LOWER BOUND FOR THE QUADRATIC FORM QI

The quadratic form Qt defined in (2.4) is associated with the Gaussian
function

(3.1 )

where t > O. Our aim is to find a positive lower bound for

Indeed, we will show that 8(t) has the lower bound given in Theorem 2.3.
To find this lower bound, we will use an adaptation of the method intro
duced in [10, Sect. IV].

At first glance, it appears that the techniques developed in [10] for
estimating lower bounds on quadratic forms such as Q, cannot be directly
employed. The lower estimates there were obtained at the expense of
constraining the components of (E W; they had to satisfy L:1= I (j = o.
Fortunately, this constraint was used only to get a certain integral
representation for the quadratic form being estimated. For the function
F,(r), this integral representation can be obtained without employing the
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constraint. Consequently, the results from [10] can be used to obtain
lower estimates for Q,.

To obtain the appropriate integral representation for Qn first write
.Ft(r) = e- r2t in terms of its well-known Fourier transform over IRs [14,
p. 9]. (The variable r is, for this purpose, regarded as the Euclidean norm
in IRs.) Once this is done, replace the integral over the angle variables by
the function Q s [14, p. 26],

Q.(u [Ixll) = O);~ 1 f eiu<x,n> das_l (1'/),
8,-1

(3.2)

where 8s- 1 ' O)s-l' and das- 1 are, respectively, the unit sphere in IRs, its
volume, and the usual measure on it. (For future reference, we note that Q s

and O)s-l have the following explicit formulas [14, pp.26-27]:

and

Qs(z) = T(s/2)(2/z)(s-2)/2 J(s_2)/2(Z)

2ns/2

O)s_l= T(s/2)'

(3.3 )

(3.4)

Here, T(.) denotes the Gamma function and Jp (') denotes the order p
Bessel function of the first kind.) The result of this replacement is the radial
representation

2 fOOe- r
' = 0 Qs(ur) dYt(u), (3.5)

where dYt(u) = O)s_I(4nt)-s/2 e -u
2
/4V- 1 duo Finally, insert (3.5) into (2.4)

and interchange the finite sum and the integral; this gives the following
representation for Qt.

LEMMA 3.1. The quadratic form Q, given in (2.4) has the form

Qt=Loo LEI Q.(u IIXj-Xkll)~j(kJdOC~~U),

with drt t given by

(3.6)

(3.7)

This is the integral representation that we are seeking. The minimization
procedure from [10, Sect. IV] may be directly applied to it, without the
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imposition of any constraint. Also, to avoid confusion, be aware that this
representation arises in connection with Ft being a positive definite radial
function; it is not directly connected with the integral representations
discussed in Section II.

According to the method introduced in [10, Sect. IV], finding the lower
estimate 8(t), as given by [10, (4.12)], begins with finding a function
x: IRs ~ IR having Fourier transform X that satisfies

(i) i > 0

(ii) i is a radial function and

(iii) d(J.t(u)/u2~i(u)uS-1du.

Then, 8(t) satisfies the inequality 8(t) ~ cj(X(O) - c2 ) > O. The precise
constants C1 and C2 are given in (3.15).

There are infinitely many functions that satisfy these criteria. Selecting a
useful X hinges on the convergence of a certain series that depends on X.
(See [10, Sect. IV, (4.12)].) We will produce a family of such functions,
and select the one that best serves our purposes. To do that, we need to
look at the function l[J p, the characteristic function of the IRs-ball centered
at the origin and having radius {3.

This function is radial and has a radial (inverse) Fourier transform given
by

Integrating over the angle variables and using (3.2) yield

(3.8)

Substituting (3.3) and (3.4) into (3.8) and changing the variable of integra
tion form u to v = jlxll u result in

f
llXIl P

IjJ p(x) = (211:) ~s/2 Ilxll- s J(s/2)-1 (v) vs
/
2 dv.

o

The integral on the right above can be evaluated explicitly [15, p. 360]; the
result is

(3.9)



94 NARCOWICH AND WARD

Using (3.9) and the series expansion for Jp found in [15, p.359], one
easily sees that r/J /3 is analytic in Ilxll =I- °and that it has a removable
singularity at Ilxll = 0, with

f3S
r/J /3(0) = (4ny/2 r((s + 2)/2) > 0. (3.10)

The function that wil be used for X will be a multiple of r/J~. This will
ensure that (i) wi! be satisfied, since i will be the convolution of two
positive functions. Let us therefore define the function

(3.11 )

We will select 13 later. To determine K, observe that the Convolution
Theorem implies that

Since tfr is the characteristic function for the ball of radius 13, center 0, the
convolution product above is nonnegative and has its support contained in
a ball centered at °and having radius 213. Also, because it is the Fourier
transform of a radial function, Kr/J~(x), it is itself radial. Thus i satisfies
two of the three criteria imposed on it. The last of the three,

drx((u) A() s-ld
--2-~X u u u

u

will determine K. (Writing i(u) is an abuse of notation. It should not cause
any difficulty, though, for i(~) is radial and therefore is constant for
"~II = u = constant. With identical justification, we will also write x(r).)

From the definition of i and standard theorems concerning the convolu
tion, one has that

The square of the L 2-norm of tfr /3 is just the volume of the sphere in IRs with
radius 13 and center 0, and so (3.4) and the last equation yield

s(4ny/2 r(sj2) K.

i(O::::; (2n)-S Ks-1psws _ 1

2f3s
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From this inequality, (3.7), and the support of Xbeing contained in the ball
with center 0 and radius 213, it is clear that the third criterion will be
satisfied by choosing

(3.12)

Combining (3.11) and (3.12) yields the following result.

LEMMA 3.2. Let f3 > O. A function x: IW ~ IR having Fourier transform X
that satisfies the crieria (i), (ii), and (iii) is given by

(3.13 )

Having found a family of appropriate X's, we may now proceed with the
next step in the procedure. From [10, Sect. IV], Q,'s lower bound (}(t) may
be estimated as follows.

First, recall that in Section II we defined the separation radius q of the
data as half the minimum distance between two data points. Second, let

K n :=sup{lx(x)1 : nq~ lixll ~ (n+ l)q}. (3.14)

The estimate on (}(t), as given in [10] and described in the discussion
following (3.7), is then given by

(2n)'
(}(t) ~ - (X(O) - 3sL'),

W s -l

00

where }; = L nS
-

1
K n ·

n = 1

(3.15)

From (3.10), (3.11), and (3.12), we have

X(O) = Ktf;~(O) = s C~:JS/2 e- P2/t (rC~ 2)) -2 (3.16)

The Kn'S are somewhat harder to estimate in a useful way. To do so
requires an inequality involving Bessel functions; this inequality is stated
below.

LEMMA 3.3. For s= 1, 2, ..., andfor all z>O, J;/2(z)~2S+2/zn.

Proof When s = 1, from [13, p. 297] we have J;/2(Z) ~ 2/zn < 21+ 2/zn.
When s ~ 2, Weber's "crude" inequality [13, p. 211] for H~;l(z), the order
s/2 Hankel function, implies that

2 ( 1)-s.:c 1

IH(1)(zW ~- 1-s-
5/2 zn 4z with 4z>s-1.
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(3.17)with 4z > S - 1.

For z real, Js/2(z)=9t{H~;i(z)}. Thus from the last inequality we get

2 ( S-1)-S-1J2 (z)~- 1---
~2 zn 4z

Now, it is easy to show that the maximum of ZJ;/2(Z) must occur for z
greater than the first ositive root of J~/2' One can estimate this root from
below by (s/2 )(s +4)/2> (s - 1)/2. (See [13, p. 487].) This fact and
(3.17) imply that, for all z>O,

2 2s +2

zJ;/2(Z)~-(1-(1/2))-S-I=_, (3.18)
n n

which immediately yields the desired inequality. I

We can use the inequality in the lemma to estimate Ix(x)/. From
Lemma 3.3 and (3.13), we obtain the inequality

Ix(x)1 ~~ t -s/2n -1- s/2 IIxll- 1 -s e -tP/t,

and, consequently, that

K n := sup{ Ix(x)1 :nq ~ Ilxll ~ (n + l)q}

:5:: 4s t-s/2 -1-s/2( )-I-s _fJ2/t""73 n nq e . (3.19)

Our next goal is to use the estimate for K n in (3.19) to estimate from
above the sum J: appearing in (3.15). From the expression given for J: in
(3.15) and the inequality in (3.19), it follows that

Using the well-known formula L::~ 1 n -2 = n 2/6, we arrive at

J::5:: 2sn (t )-s/2 -I-s _fJ2/t"" 313 n q e .

From this inequality, (3.15), and (3.16), it follows that

(2nY
8(t) ~ - (X(O) - 3sJ:)

W s _ 1
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By using (3.4), (3.16), and the identity F(p +1) =pr(p), we may transform
the lower estimate for 8(t) given above into the form

8(t)>- ps -fP/t[1_
nr2

«s+2)/2)({3/12)-S-IJ (3.20)
~ 2sts/2T«s+2)/2) e 18 q ,

Recall that {3 > 0 was left unspecified. Let us choose it to satisfy

Solving this equation yields

(
nr2 ( (s + 2)/2)) I/(s+ I)

f3 := fJ/q, where fJ:= 12 9 . (3.21)

Inserting (3.21) into (3.20) results in our final lower estimate for 8(t):

[;S
where C '= (322)

S' 2s+1r(s+2)/2) .

As a coronary to the construction used to obtain the estimate on 8(t), we
have these results.

THEOREM 3.4, Suppose that F E [Ji%~ has the representation

fCO Diur)
F(r) = -2- drx(u),

o u
drx(u) =us+1p(u) du,

where p(u) is strictly positive, decreasing, and continuous on (0,00). With b
as given in (3.21), one has

Proof Fonow the construction of X up to the point where the constant
K appearing in (3.11) is determined. Note that in this case the argument
used to get (3.12) results in

2f3s
s(4ny/2 F(s/2) K,,:;; p(2f3),

so that one may choose

K=s(4n y /
2
F(s/2) (2f3

2{3' p) and
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To obtain an estimate from below for the 8 that is the minimum for the
quadratic form Qassociated with F, one may now use steps identical to the
ones leading up to the estimate (3.22) to arrive at

8::>-: bSp(2blq)
'" 2sqs '

from which the desired norm estimate can be obtained as an immediate
consequence of elementary matrix theory. I

Similar reasoning used in conjunction with Lemma 1.3 and the estimates
from [10, Sect. IV] yield a similar result for the m = 1 case:

THEOREM 3.5. Suppose that F E~%~ has the representation

1- Ds(ur)
F(r)=F(O)+ f~ 2 dlY.(U),

U
dlY.(u) = us + l p (U) du,

where p(u) is strictly positive, decreasing, and continuous on (0, (0) and
F(O) ~ O. With b as given in (3.21), one has

A 1 2sqS

II - /I <bSp(2blq)

IV. INTERPOLATION WITH POLYNOMIAL REPRODUCTION

In this section, we apply the results of the previous section to obtain
invertibility criteria for interpolation matrices arising from functions
FE~%:c' in the case of interpolation with polynomial reproduction.

Consider the interpolation problem as described by (1.2), (1.2a), and
(1.2b). In matrix notation the interpolation problem converts to finding,
for given y E IR N

, vectors c E IR N and k E IR m' such that

(4.1 )

where A is an NxNmatrix and B is Nxm' with m'=dim1tm _ 1(IRS
). We

further assume that the data set {xi}f contains a 1tm _ 1(IR S
) unisolvent set

so that the matrix B has rank m'. In this case, the system (4.1) can be
reduced to the single matrix equation

Gz := Ap.Lz + Pz,
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where P denotes the orthogonal projection onto the space Vm _ 1 defined in
(2.2 ).

We will now proceed both to show that G is invertible and to obtain
bounds on IIG- 1 11. Recall that if U and Ware subspaces of IR N

, then the
angle a E [0, n12] between them is defined to be that angle for which cos Q(

is largest and

I<u, w)1 ~cosex Ilullllwll (4.2)

holds when u E U and WE W. Using compactness and duality, one may
show that there exists Uo E U such that Iluoll = 1 and such that

sin a= sup{ I<uo, w')1 : Wi E Wi- and Ilw'll = 1}. (4.3)

This formula yields the following result:

LEMMA 4.1. Let ex be the angle between U = Range(Apl-) and
W = Range P = V. Then, it follows that

. e
smex~A'

where e is as in Theorem 2.4 and A = II Apl-II.

(4.4 )

Proof From our assumption, the vectors Uo and Wi appearing in (4.3)
satisfy

{
uo= Api-zo and Wi = pl-z

Iluoll = 1 and IIPl-zll = 1.

Since Iluoll = 1, uoi'O and so pl-zoi'O. From (4.3), we then have

. 1<Apl-zo, pl-zo)1
sm ex ~ IIPl-zoll

In this inequality, we can remove the restriction on the norm of Apl-zo by
simply dividing and multiplying by an appropriate factor. Doing this and
also using the self-adjointness of pl- yields

The inequality (4.4 ) then follows from the last inequality and
Theorem 2.4. I

640/69/1-8
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The estimate on sin ex in Lemma 4.1 and the bound on the quadratic
form appearing in Theorem 2.4 suffice to prove the invertibility of G and to
estimate IIG~lll.

THEOREM 4.2. The matrix G is invertible and satisfies

J2AIIG-III ~-e-max{l, e- I },

where e is as in Theorem 2.4 and A = IIAp-lll.

(4.5)

Proof Let U and W be as in Lemma 4.1. In addition, let u = Ap-lz and
w = Pz, where z E [RN; clearly, Gz =u + w. From the definition of ex,

IIGzll 2
~ Ilur + IIwl1 2- 2 cos ex Ilull Ilwll.

Since 2ab ~ a2+ b2 for all real a, b, we have

IIGzl1 2
~ (1 - cos ex)( IIul1 2+ Ilwf).

From 1 - cos ex ~ (1/2) sin2 ex and Lemma 4.1, we arrive at

e2

IIGz112~2A2 (1IuI1 2+ IlwI1 2).

Theorem 2.4 provides us with an estimate on Ilull:

Ilu11 2= IIPAp-lzI12+ IIP-lAp-lzI12
~ IIP-lAp-lz112

~ e2 IIP-lzI12.

Using this and w=Pz in (4.6) results in

e2

IIGzll 2~ 2A 2 (e2 IIP-lzI12 + IlpzI12),

(4.6)

(4.7)

which yields both the invertibility of G and (4.5) as immediate conse
quences. I

Several remarks are in order:

(1) In the case of thin-plate splines, the invertibility of G was estab
lished by Duchon [2J, who used methods much different from ours. The
invertibility of G in the general case is a result of Madych and Nelson [7J
and Micchelli [9].
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(2) To obtain true polynomial reproduction, we assumed that the
rank of P was the dimension of the appropriate polynomial space. This
requires that the underlying data set have a 1L m - I(IRS) unisolvent subset. If
the data set fails to have such a subset, then polynomial reproduction
becomes impossible, because some nonzero polynomials of degree m - 1 or
less will vanish on the data. Equivalently, rank(P) will fall below the
dimension of 1L m _ 1(IRS).

V. INTERPOLATION WITHOUT POLYNOMIAL REPRODUCTION

We now turn our attention to the interpolation problem that arises from
using FE~Jii::,c' but that no longer demands polynomial reproducibility.
Thus, we wish to investigate the invertibility of the interpolation matrix
itself.

For nontrivial FE ~Jiif', the interpolation matrix A was shown to be
invertible, provided F-=t-a+br 2 and F(O)):O [7,9]. Estimates on IIA· I II
were obtained in [1, 10].

Of course, not all FE~Jiif' satisfy F(O)~O. However, given an F, one
may choose a constant c so that H(r) := F(r) + c (which is still in ,IJPJiif')
satisfies H(O)): O. We will show that something similar happens when
m> 1. When FE ~Jii:,c' m> 1, we will provide two ways to select a
polynomial p(t), with degree m - 1, such that

H(r) := F(r) +p(r2
) E ~Jii::.c

yields an invertible interpolation matrix. We will also obtain estimates on
inverses of the corresponding interpolation matrices. However, if m > 1, our
choice of p(r2

) does depend on the number of data points.
We begin with two lemmas. In what follows, alA) will denote the

spectrum of A.

LEMMA 5.1. Let A be a self-adjoint matrix and let P k denote the
orthogonal projection onto some k dimensional subspace V c IR N

• If
(J(PkAPk)c [8,00), 8>0, and a(pt APt)c (-00, -8J, then A has k
positive eigenvalues, N - k negative eigenvalues, and a(A) c ( - 00, - eJ u
[8, 00). In particular,

Proof It suffices to show that A has k positive eigenvalues contained
[8, (0), since the same type of argument shows that B:= -A has N-k
positive eigenvalues contained in [8, (0).
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Let (J I denote the maximum eigenvalue of A with associated eigenvector
(01' Then

For the case k= 1, we are done. Let k~2. If (J2((J2<(JI) denotes the next
largest eigenvalue of A, then

(J2 = max <Ax, x).
Ilxll ~ I

(x. "'1) ~O

Note that wt is an N -1 dimensional space while the range of P k is k
dimensional. Provided that N - 1+k > N, there exists a nontrivial y in the
intersection of these vector spaces so,

(J2 = max <Ax, x) ~
IIxll~1

(X.W1)=O

max
lIyll = I

(y,W1)~O

PkY~Y

<Ay, y) ~B.

In this way, one may continue finding positive eigenvalues up to (Jk' I

Remarks. (1) In the m = 1 case, where A is the interpolation matrix
associated with FE f1Jl%'[', one can use Lemma 5.1 to recover Ball's obser
vation [1 J that if F(O) ~ 0, and if

15 := inf{- <Ac, c): I Cj = o} > 0,

then IIA -III < 1/15. To do this, first note that such an F is nonnegative, and
so the entries of A are nonnegative, too. Consequently,

o+:~ (1·llA (}o
Taking V = Span{(1 ... 1V}, with PI being the projection onto V, we
see that (J(PIAPdc [15+, (0). Since by assumption we also have
(J(pt APt) c (- 00, -bJ, it is clear that A has one positive eigenvalue, ,1+,

and N - 1 negative eigenvalues. If we label these - AN _ I < - AN_ 2 < .,. <
-,11> then from LemmaS.1, AI~b. Also, ,11<,1+, for TraceA=A+
Al - ... -AN-I ~O. Consequently, IIA-III = 1/,11 < 1/15.

(2) In Lemma 5.1, it is clear that if (J(PkAPk) c [B+, (0) and
(J(P; APt) c (- 00, -L], with B+ =I B_, but both positive, then
(J(A) c (- 00, -L] U [B, (0) and IIA -III < max{ B~I, B=I}.
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LEMMA 5.2. Let W be a real vector space with inner product ( , ), and
let Us; W be a subspace. In addition, let Sand T be self-adjoint linear
transformations that satisfy these conditions:

(i) (Sw, w) ~O,for all WE W.

(ii) (Su, u) ~ a Ilu11 2
, a> O,for all u E U.

(iii) (Su', u') = 0 and (Tu', u') ~, Ilu'11 2
, where, > OJor all u' E U~.

Then, one may choose ')I so that, for all WE W, ')IS + T satisfies

Proof Since W = U EB U.l, we can write w E W as w = ow + f3u', where
u, u' are unit vectors in U, U~, respectively, and IIwl1 2

=!X
2 + 13 2

• If ')I is any
real number, then

«(')IS + T)w, w) = ')I {a2(Su, u) + 2af3(Su, u') + f32(SU', u')}

+ a2( Tu, u) + 2af3( Tu, u') + f32(Tu', u').

Since S is nonnegative in W,

I(Su, u')1 ~J (Su, u) J (Su', u'),

and so, by (iii), (Su, u') = O. Hence,

«(')IS + T)w, w) = a2 {')I(Su, u) + (Tu, u)}

+ 2af3 (Tu, u') + f32( Tu', u').

Next, by (ii), (iii), and Ilull = Ilu'll = 1,

«(')IS + T)w, w) ~a2(')Ia-IITII)-2Iallf3l(Tu, u') + f3 2
,.

Since Ilull = Ilu'll = 1, I(Tu, u')1 ~ II TIl· This and the inequality
2ab ~ e-1a2 + eb2 imply that

(
IIT!I) ~«(')IS + T)w, w) ~a2 ')Ia-IITII --e- + f32(,-e IITII)·

Choose e = ./(2 II TIl) to get

«(')IS + T)w, w) ~ a2(a')l -IITII- 2 11~112) + 13 2 G}
Finally, pick ')1= (1/a)[IITII +2,-1 IITI1 2 +,/2] to complete the proof. I
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We are now ready to prove the main results of this section. Both
theorems we are about to state concern the invertibility of the interpolation
matrix coming from an FE ~JV:'c that has been modified by adding a
polynomial in r 2

• One of the theorems is the direct analog of results proved
in the case m = 1, while the other shows that F may be modified so that the
resulting interpolation matrix will be negative definite.

THEOREM 5.3. Let FE~JVm,c be such that (dm/dtm)[F(jt)] is non
constant. Then there exist scalars aI' a2 , ••• , am such that

is in ~JV:'c and the interpolation matrix B corresponding to H is invertible,
has f1 positive eigenvalues, N - f1 negative eigenvalues, and satisfies

(5.2)

where e is as in Theorem 2.4 and f1 = dim Vm_ l' where Vm_ 1 is defined in
(2.2).

Proof Note that HE[J1tJV:'c' since (dm/drm)(H(,J;)-F(,J;)) =0. As
before, let

Vk := {v E [RN : vj = p(x), P E nk([RS)}.

It is easy to see that Vm _ 1 can be decomposed in the following way:

Vm- 1 = (V;;;_2 e V;;;_I)EB (V;;;_3 e V;;;_2)EB ... EB VQ'

The proof proceeds by induction. First, let WI = V;;;_2 e V;;;_1 = U1> so
relative to WI' ut= {O}. Let 8 1 be the matrix of (_l)m-1 r2m-2, and let
T be the interpolation matrix of F. By Lemma 1.4,

Since Ut = {O}, the r 1 that appears in Lemma 5.2 is arbitrary, so choose
it to be r = r 1 = 2me. Thus, we can find Y1 so that

Choose a1 = (_l)m-l y1 .
Second, define the following:

{

W2=(V;;;_3 e V;;;_2)EB(V;;;_2 e V;;;_1)
U2= V;;;_3 e V;;;_2
8 2 = interpolation matrix of ( -1 )m- 2 r2m - 4

T 2 =Y1 8 1+ T l'
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Note that relative to Wz, u~ = WI' Consequently, the inequality above
implies that on u~, Tz is bounded below by 'z = 2m

-
I e. From Lemma 1.4,

it is clear that (Szu;, u;) = 0, u; E U~ = WI' and that there is a constant
(J z such that

Applyig Lemma 5.2 again gives us a constant '}'Z such that

Choose az=(-l)m-Z yz .
We may proceed in this way until all the coefficients have been deter

mined. The result is then a function HE 9ll.K:,c with the property that its
interpolation matrix B satisfies

On the other hand, if we let A be the interpolation matrix associated with
F, then Lemma 1.4 implies

(Bw, w) = <Aw, w),

From Theorem 2.4, we then obtain

Applying Lemma 5.1 then yields the theorem. I

THEOREM 5.4. Let FE911.K:,c be such that (dm/dtm)[F(jt)] is non
constant. Then there exist scalars b l , ..., bm such that

is in 9ll.K:,c and the interpolation matrix C corresponding to K is invertible,
negative definite, and satisfies

(5.4 )

where e is as in Theorem 2.4.

Proof The proof again follows by induction. Start by observing that if
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then, with Ul = V;;;_z e V;;;_1 and ut its orthogonal complement in WI
(i.e., ut = V;;;_I)' the matrices

{
SI := interpolation matrix of (_l)m-l r Zm-z

T l := -A

will satisfy the conditions of Lemma 5.2, provided

and

That this is so is a consequence of Lemma 1.4 and Theorem 2.4. Lemma 5.2
then implies that there is a Y1 such that

e z
«Yl S I - Tr)w, w) ~211wll ,

Choose b 1 = - ( _1)m - 1Y1 .

In the next step, we work with

{

WZ:= (V;;;_3 e V;;;_z)E9 V;;;_z
Sz := interpolation matrix of (_1)m-Z rZm-4

Tz :=Yl SI- A.

After noting that WI = V;;;_z, the argument is virtually identical to that
above. The inequality analogous to the one above is

Choose bz =(-1)m-Z yz .
Continuing in this way, one may choose the b's in (5.3). The interpola

tion matrix C obviously satisfies

() 2
<Cw, w):(; - 2m Ilwll ,

Consequently, C is negative definite and invertible, and II C- l ll satisfies
(5.4). I

Remark. As far as we know, no one has interpolated using the func
tions Hand K constructed above. We would certainly be interested in
numerical tests that used these functions to interpolate scattered data. We
close by pointing out that although norm estimates in B- 1 are better than
on C-r, in the sense of being smaller, C- l can be computed using steepest
descent methods-because C is negative definite.
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VI. TmN-PLATE SPLINES

107

Thin-plate splines are radial functions that are in fllJV:,c and that mini
mize certain Sobolev norms. Because these functions have been extensively
employed in interpolation problems, we have chosen them to illustrate our
results.

Let d = 1, 2, 3, ..., and let m > d/2, where m is an integer. Define the func
tions

{

( _1)m- [d/2]1[am- d/2

r(m + 1- d/2) ,
gm,d(rr):= (_1)m+ l-d/2 rrm-d/2ln rr

r(m + 1- d/2) ,

The thin-plate spline associated with the pair m, d is

Fm,Ar):= -gm,d(r2).

dodd

deven.

Using induction, one may verify that the rnth derivative of gm,d is given by

(m) ( ) _ (_1)m r(d/2)
g m,d (J - rrd/2 •

A standard Laplace transform formula then yields

which of course shows that Fm,dEfllJV:,c and implies that the measure
d11(t) in Theorem 2.4 is given by

d11(t) = td
/
2

-
1 dt.

Using this measure allows us to calculate the quantity e that appears in
Theorem 2.4. We have

If we substitute u = b2q - 2t -I above, the integral that results is standard.
Doing it yields

(6.1)
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where Cs and [) are given by

(
nr2((s +2)/2») I/(s + I)

lJ := 12 9 and (6.2)

The first example that we wish to look at is the case in which m = 1 and
d = 1, and the CNDR function is F I I (r) = 2n l

/
2r. We chose this case

because, when s = 1, the best estimate o~ IIA -lllis known [1]. If a constant
factor is accounted for, the result from [1] is that IIA-III ~n-I/2q-1,
which is sharp. To get an estimate using our results, first note that with
m = d = s = 1, we have that [) = 2n and that C1 = 2n 3

/
2

• From (6.1), it
follows that e= q/2.;;c. Applying Corollary 2.6 then yields the estimate

IIA-III ~2.;;cq-l.

Thus our results yield an estimate that is a factor of 2n larger than the best
possible estimate, but that has the same q dependence.

The two most important cases occur when m = 2 and s = d = 2 or s = 3,
d = 1. In these cases, we have the following e-values:

when s=d=m=2;
when m = 2 and s = 3, d = 1.

(6.3)

We dealt with three interpolation matrices: G defined in Theorem 4.2; B,
defined in Theorem 5.3; and C, defined in Theorem 5.4. For the function
F2 2 = -r2 1n r2 and F2 1 = (4n l /2/3)r 3, only (6.3) is required to estimate
liB-III and IIC-III. To ~stimate IIG-III, we also need

(6.4 )

Combining the theorems mentioned above with (6.3) and (6.4) results in
the table below:

(808DWln D)q-2 max{1, 571q-2}
(4.54 x 105q - 3ND3) max{l, q-3}

571q-2
1.36 X 105q -3

2,284q-2
5.44 x 105q -3

In the table above, D, which is the diameter of the data set, was assumed
to be larger than 2. Also, although N, D, and q are independent, one can
show (see [10, Sect. 7]) that

(
D + 2q)2

N~ --.
2q
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